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ABSTRACT
Today more and more people use social networks and so the di�er-
ences in personalities of users become more diversi�ed. The same
holds true for available news content. To test if regular news and
fake news are distributed similarly and to what extent this depends
on the personality and behavior of individuals, we conducted a
mixed-method study. Through an online questionnaire we mea-
sured personality traits of individuals in social networks, how they
behave, and how they are connected to each other. Using this data,
we developed an agent-based model of an online social network.
Using our model, an average of 92% of regular news and 98% of
fake news were disseminated to the whole network. Network den-
sity turned out to be more important for dissemination than the
di�erences in personality and behavior of individuals. Thus the
spread of fake news can not only be addressed by focusing on the
personality of individual users and their associated behavior. Sys-
temic approaches—integrating both human and algorithm—must
be considered to e�ectively combat fake news.

CCS CONCEPTS
• Networks → Online social networks; • Social and profes-
sional topics → User characteristics; • Computing method-
ologies → Agent / discrete models; • Information systems →
Personalization.

KEYWORDS
Agent-based modeling, social simulation, fake news, online so-
cial networks, opinion forming, personality models, mixed-method
study
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1 INTRODUCTION
In today’s digital and complex world, it is becoming increasingly
di�cult for users of online social networks to distinguish between
regular news and deliberately fake news [46]. Deciding which news
are credible and which are not, requires more than human abilities
and a sense of intuition. Technical skills are necessary and using dig-
ital support increases users capabilities to detect fake news [6], such
as fact checking sites, which have become known in recent years.
The term fake news has become well known since President Donald
Trump has used this term frequently. But besides his complaints,
fake news can become a threat to individuals and democracies [46].

Fake news spread through social media, where personalization
algorithms in�uence who sees which content based on individual
preferences [22, 37]. Personalization can threaten political discourse
by limiting the diversity of opinions that are presented to users [30,
32], while the personalization processes itself remains hidden [42].
However, there are studies that show that online social networks
expose users to more diverse opinions [17].

Fake news have not only been spread by algorithms, but foremost
by people. In social media, every user can become a publisher or
contribute to spreading news. The user can promote the spread
easily, by marking contributions with likes, comments, or shares.
All these actions increase the likelihood that the contacts in the
users’ network see the contribution as well. In addition, in online
social networks the “circle of acquaintances” is larger than in o�ine
life. Thus the contributions can be read by a plethora of people.
Therefore, it should be critically re�ected that people tend to agree
with the opinions of their friends, regardless of facts [49].

In this paper, we examine how individuals use social networks
online. Classical empirical methods are not suitable for the inves-
tigation of such complex social phenomena, because they cannot
be described by individual behavior alone. In this study, we use
agent-based modeling to investigate how individuals behave in
online social networks, how they are interconnected to each other,
and what user characteristics are associated with spreading regular
and fake news.
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2 RELATEDWORK
In order to understand the spread of regular news and fake news,
we �rst describe how personality in�uences social media use and
how it can be modeled using agents in our model. Next, we focus
on the speci�cs of fake news and how to represent them in our
model. We explain how simulations of complex systems can help
to understand problems like fake news and how the individual and
the environment (i.e., social media) should be modeled.

2.1 Social networks and personality
Due to the digitization of the media world, the importance of mass
media such as television, radio, and news papers are losing im-
portance for opinion formation, compared to social media [46].
Additionally, users reveal a lot of personal information in online so-
cial networks. Users reveal who they are friends with, what hobbies
they have, what musical tastes they have, what political views they
hold, and much more. The behavior of users in social media, such as
what they share or like, can be used to derive recommendations and
further to infer much more private and sensitive information [27],
such as personality.

What personality is, depends largely on how it is measured.
Di�erent theories of personality yield di�erent dimensions of de-
scription. Therefore, we moved related work on personality mea-
surement to the methods section. In section 2.3.1 we show why the
models we have chosen are suitable for an agent-based approach.

2.2 Fake News
The term fake news is de�ned di�erently by di�erent authors. We
consider fake news to be deliberately posted false reports on social
media. Here, every user can publish not just his own posts, but
also forward other posts to a large number of people, who then
might follow suit [26]. However, users are often unable to evaluate
the credibility of a post or website, so they possibly do not notice
when a news item is fake. Users could forward fake news without
knowing so. Fake news is not a new problem, but in social media,
they spread faster than in traditional media [46] and have been
shown to in�uence elections and opinion-forming [1]. Some studies
have shown that on social media fake news spread more widely
than regular news.

Vosoughi et al. [50] have considered the spread of 126,000 rumor
cascades on Twitter. The rumors were shared 4.5 million times
between 2006 and 2017. All rumors where veri�ed using so-called
fact-checking pages. Most of the time (95–98%), the fact-checking
pages agreed in their conclusion. The study showed that fake news
spread faster than fact-based news. The latter usually did not reach
more than 1000 people, the top 1% of fake news reached between
1000 and 100,000 people. The spread of fake news was six times
faster than regular news. In terms of network penetration, fake
news was passed over about 19 individual jumps, whereas regular
news only made ten. Vosoughi et al. concluded that fake news has
a 70% higher chance of being forwarded than fact-based news [50].

Del Vicario et al. [12] also arrived at similar results. Comparing
32 Facebook pages that publish conspiracy theories and 35 pages
that publish scienti�c news, they found that conspiracy theories
in�ltrated the network much deeper. While the most frequently
shared post recorded 2422 jumps, the longest cascade of scienti�c

news only made 952 jumps. At the same time, conspiracy theories
remained longer in the social network [12].

2.2.1 Action against fake news. The recent rapid spread of fake
news has led to a gradual increase in fact-checking pages. These
services scan social media for news and check their sources. The
in�uence of these sites is, however, rather limited [45].

Serrano et al. have assumed that even when users of Twitter
recognize false rumors, they will not spread counter rumors. There-
fore, counter arguments are hard to �nd in social media. Their
exploratory data analysis of two rumors about Obama and Palin on
Twitter con�rmed these assumptions [44]. Likewise, even if users
are informed of posting fake news by a fact checking page, they
rarely delete it from the network. Friggeri et al. [19] have looked
at how people behave when they are told they are spreading fake
news. They examined 16,672 cascades and found that only about
0.15% of users deleted the shared content [19].

In addition, users do not to trust others who provide explanations
and links to fact-checking pages. When knowing the other person,
73% agreed with the explanation in a study by Margolin et al. [33].
In the other cases, only 39% accepted in that it was fake news [33].

2.3 Simulation of complex systems
To investigate these e�ects, we must �rst consider the underlying
complexity. In complex social systems, we speak of several onto-
logical levels. Micro- and macro-scale levels interact as subsystems
of systems [10]. These systems cannot be understood by their parts
alone, as the overall system is more than the sum of its parts. This is
where emergent behavior occurs. To understand the whole system,
it is helpful to simulate the individual subsystems [16].

For this purpose, agent-based modeling can be used [7, 16]. The
system-theoretical approach with agent-based models is well suited
to simulate processes such as network formation and information
dissemination. In agent-based modeling, rational choice models are
most frequently used [20]—which of course can be debatable with
respect to fake news.

The goal of agent-based modeling is not to create an exact image
of reality. Instead, an agent-based model can be used to depict
individual behavior, usually greatly simpli�ed, and system behavior
can be correctly observed qualitatively. However, the evaluation of
these models still poses di�culties. To evaluate such a model, an
independent replication, an evaluated comparison and a validation
must be available [41].

2.3.1 Agents in social networks. From some studies [3, 15, 27] we
know that personality of users is strongly related to characteristics
of their social networks. Therefore, it makes sense to model the
personality of agents. To understand who distributes news or not,
we model the agents in the social network as correctly as possible.
Agents interact with other agents and the environment in which
they are located at every simulation step. The resulting stochastic
processes then depend on given probabilities [43]. To simulate the
agents in our model, we next take a closer look at personality traits
and behaviors of users in social networks. Those �ndings and the
results of our survey, will be incorporated in our model.

Some studies [3, 9, 23] have found that extroverted people have
more contacts in social networks and comment and post more
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frequently. Likewise, greater levels of openness lead to more in-
teraction through liking, posting, and joining groups. Bachrach et
al. also found that conscientious users are less likely to join groups
and mark fewer posts with a “like”, and that agreeable or neurotic
users mark posts with a “like” rather rarely [3].

Regarding the dark triad, Sumner et al. found that narcistic users
have a higher number of followers [47]. While, Mi et al. showed
that people with a higher self-e�cacy are more involved in the
expression of positive emotions (POS) [35].

2.3.2 Models of social networks. In addition to the agents, the
simulation environment is also modeled. It is the area in which
the agents are located and determines how they interact with each
other [43]. If, as in this study, the environment is a social network,
an arti�cial social network must be created. It is attempted that the
arti�cial networks and real social networks are structurally similar.

The generation of arti�cial networks has been the subject of
research since the 1960s [51]. So far, the basis for such models are
mostly real social networks [31]. Online social networks are large
networks and usually develop uncertain structures and overlapping
communities. To counteract this, agent-basedmodelling can be used
to create networks with similar properties generatively [4, 38].

The network structure is important, because the structure is
needed to model how opinions spread. Structures in online social
networks re�ect real social belonging [53]. They are therefore an
appropriate model for linking agents in agent-based models, as in
our study.

3 METHOD
Looking at personality traits, we investigate who interacts in online
social networks. We also aim to �nd out how users are intercon-
nected and how personality and density of the network in�uence
the spread of both regular news and fake news. We conducted
a mixed-method approach (see Figure 1) consisting of an online
questionnaire and an agent based model.

164 online social network users

Gender Age

Level of education
Reasons to use

Social Media

Usage of online
social networks

Connections in the

network

Behavior in the

network

Agents in the online social
network

Personality

Dark triad

Big five personality

Regulatory emotional

sef-efficacy

2nline survey

Agent-Eased model

Figure 1: Research design with the two conducted methods
and the investigated variables.

3.1 Online questionnaire
To �nd out how three di�erent personality constructs (Big Five,
Dark Triad, Regulatory Emotional Self-E�cacy) in�uence the use of

social networks, we conducted an online survey in July 2018 in Ger-
many. The online questionnaire was implemented on the platform
SurveyMonkey and sent out by the authors via individual social
networks (i.e., Facebook, Twitter, etc.). We used convenience sam-
pling and, after we deleted the incomplete responses, our dataset
consisted of 164 participants. The questionnaire consisted of three
parts: First, demographic data was collected on age, gender, and
education level. The second part addressed the personality of the
participants. Here, we measured the Big Five, Dark Triad, and Regu-
latory Emotional Self-E�cacy. Then, we examined how participants
are interconnected in social networks and how they behave online.

3.1.1 Big Five. To get an impression of the personality, we �rst
used the established model of di�erential psychology [cf. [11, 21]]:
According to the Big Five Model, human personality has �ve main
dimensions: openness, conscientiousness, extraversion, agreeableness,
and neuroticism. Many studies [14, 36, 48] have shown that people
can be characterized according to these �ve dimensions. To keep
questionnaires short, the �ve dimensions can be measured using
short scales such as the BFI-10 scale by Rammstedt et al. or the TIPI
scale by Gosling et al. [24]. We use the BFI-10, as its validity for the
German language has also been shown by several studies [39].

3.1.2 Dark triad. We used the Dark Triad as an additional person-
ality model. Delroy and Wiliams developed the model in 2012 [13].
The scale has been used and cited many times, but also been crit-
icized by some researchers as they claim it has become to expan-
sive [34]. The Dark Triad measures narcissism, machiavellianism,
and psychopathy and how they are related. Here, too, we have used
a short scale. The insidious nine was developed by Küfner et al. and
contains three statements for each of the three constructs [29].

3.1.3 Regulatory Emotional Self-E�icacy. Thirdly, we measured
the Regulatory Emotional Self-E�cacy scale (RESE) by Caprara et
al. [8]. It consists of two dimensions, one of which is further di-
vided into two sub-dimensions. These measure self-e�cacy beliefs
related to emotion regulation. The �rst dimension is self-e�cacy
in the expression of positive emotions (POS) and measures how
individuals perceive their ability to express positive emotions such
as joy, enthusiasm, and pride. The second dimension measures the
perceived ability to overcome negative emotions such as frustration,
anger, and despair (NEG). The second dimension is divided into self-
e�cacy in managing despondency/distress (DES) and self-e�cacy
in managing anger/irritation (ANG) [8, 25]. We measured POS with
four questions and DES and ANG with three questions each.

3.1.4 Connections in the network. In the third section, we �rst
looked at the connections of participants in social networks. For
this, we asked how many individuals and how many institutions
or people from public life the participants are connected to in all
their networks (such as Twitter, Facebook and Instagram). Possible
answers for both questions were less than 50, 50 to 100, 100 to 300,
300 to 500, 500 to 1000, and more than 1000.

3.1.5 Behavior in the network. We then asked them how often
they interact with posts through liking, commenting on, or sharing
them on a nine-level response scale of never up to 30 times a day.
If not stated otherwise 1, we measured agreement with variables
1except for gender, age and education level
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on a six-point Likert scale2 (1 - disagree completely, 6 - completely
agree).

3.2 Agent based model
Based on the results of this survey, we have developed an agent
based simulation, we called the dissemination model, aiming to show
how messages are sent or forwarded in social media. We used the
multi-agent programming language Netlogo in version 6.0.1, which
was developed by Uri Wilensky [52]. One bene�t of NetLogo is that
it provides both user interface for designing the agent based model
and testing individual simulations, as well as a batch mode to run
several hundreds of simulations.

3.2.1 Dissemination model. When the simulation is started, a ran-
dom agent sends a message to the network. This agent is referred to
as the source agent. When agents receive the message, they decide
whether to forward it or not. For visible inspection, agents who
forward the message turn green and agents who received but did
not forward the message turn red. The simulation stops when the
message is no longer forwarded and all agents who received the
message have decided on forwarding the message. Agents who
have not received a message remain black.

3.2.2 Before the dissemination model starts. As in real life, the
agents in our model have di�erent personalities. The personality
assigned to the agents is designed according to the data collected
in the online questionnaire, as well as their friend count, associated
institutions, their liking, commenting, and sharing behavior (see
section 4.1.4). Before the simulation starts, the agents are linked
according to an algorithm described in section 4.1.5.

The decision of an agent to forward the message or not depends
on his personality and behavior in social media. To decide whether
to pass on the message or not, we have used our insights on how
personality traits relate to usage behavior in online social networks
from the results of our survey (see section 4.1.4). We modeled this
as a linear regression. The regression coe�cient of each factor is
used to model the strength of the relationships: The greater it is, the
stronger the in�uence on the agent’s decision in the model. The de-
cision is made by chance, but the probability is in�uenced positively
or negatively by the inclusion of these factors. This allows to model
the behavior stochastically in accordance with the collected data.
So we can observe how the personality of the individual agents
in�uences which messages they forward.

4 RESULTS
The data was analyzed using SPSS and Netlogo. We �rst present
the �ndings of the online survey and then the �ndings of the dis-
semination model, based on the survey results.

To report the statistical signi�cance in tables we added asterisks
to correlation coe�cients. One asterisk (*) means a level of signif-
icance of p < .05, two (**) of p < .01 and three (***) of p < .001,
respectively.

4.1 Results of the online questionnaire
Before we take a closer look at the results, we �rst describe the
sample of the online questionnaire.
2We chose six levels to stay in line with previous research using these items.

4.1.1 Sample. A total of 164 participants took part in the ques-
tionnaire. Of these, 99 (60%) were female and 65 (40%) male. On
average, our participants are young (M = 28.05, SD = 9.54) and
well educated: 81 (49%) have a university degree, 56 (34%) a uni-
versity entrance quali�cation, 14 (9%) a vocational baccalaureate
diploma, 12 (7%) a completed vocational training, and one partici-
pant a secondary school leaving certi�cate.

4.1.2 Personality. Looking at the personality of the participants,
most of the values of the Big Five factors are dispersed around the
scale value 4.0 (see Table 1). Participants are least neurotic and most
open. Table 1 shows further that the mean values for the Dark Triad
are all below the scale mean of 3.5. This means, that participants
did not achieve high scores for these scales. In contrast, slightly
higher values were obtained for DES and ANG and signi�cantly
higher values for POS (see Table 1).

4.1.3 Social network usage. The results on the use of social net-
works are presented here. Based on these, the links of the agents in
the social network and whether they forward messages or not in
the dissemination model will be realized later.

First, we look at the links of the agents. For them we asked the
participants how many friends and how many institutions they are
connected with in social media. As Figure 2 shows, the participants
are associated with more individuals than institutions. While most
(74%) are associated with less than 50 institutions, most (64%) are
associated with 100 to 500 individuals and only a few (5%) are
associated with more than 1000.
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Connections by type

Individuals
Institutions

Figure 2: Number of links to friends and institutions

To �nd out whether participants tend to spread news or not,
we asked how often they interacted with posts through liking,
commenting on, or sharing. Figure 3 shows, that most participants
never use the options “comment” (37%) and “share” (40%); and if
they do, only once a month (c: 38%, s: 41%). Liking on the other hand
is used mostly several times a week (24%).

4.1.4 Personality and social network usage. Since we want to imple-
ment both personality and behavior of participants in our dissemi-
nation model, we �rst show correlations between personality traits
and usage of social networks. Second, using linear regressions, we
show how the personality in�uences actual behavior.
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Dimension Descriptives extr. agre. cons. neur. opn. mach. psy. nrc. POS DES ANG

extraversion M = 4.02, SD = 1.18 — .184* -.236** .227** .458** .251**
agreeableness M = 3.81, SD = 0.89 — -.242** -.202** .179* .186*
conscien. M = 4.14, SD = 0.99 — .195*
neuroticism M = 3.43, SD = 1.12 — -.308** -.554** -.235**
openness M = 4.52, SD = 1.07 — .210**

machiavel. M = 3.22, SD = 1.00 — .334** .293**
psychopathy M = 2.06, SD = 0.84 — .184*
narcissism M = 3.37, SD = 1.08 —

POS M = 4.69, SD = 0.8 —
DES M = 3.49, SD = 0.98 — .230**
ANG M = 3.72, SD = 1.00 —

Table 1: Descriptives and correlations of the three personality models and traits. Only signi�cant correlations are shown. 1.:
Big Five, 2.:Dark Triad, 3.: Regulatory Emotional Self-E�cacy
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Figure 3: Frequency of liking, commenting and sharing
posts in facebook

As can be seen in Table 2, people with higher extraversion and
narcissism seem to have more friends on social networks. In addi-
tion, persons with higher self-e�cacy in the expression of positive
emotions (POS) like fewer institutions. Users who have higher scores
in agreeableness, and conscientiousness and a higher self-e�cacy in
dealing with despair (DES) tend to leave fewer posts on social net-
works. In contrast, more open people are more likely to share posts.

The number of friends in social networks correlates positively
with extraversion and narcissism (see Table 2). That is why we
used a stepwise linear regression with extraversion and narcissism
as independent variables and the number of friends as the depen-
dent variable. The result (see Table 3) shows that a person’s nar-
cissism mostly in�uences how many friends they have in social
networks. The �nal model indicates that if narcissism increases by
one point, the number of connected individuals increases by 0.35
points (F (1, 162) = 18.06, p < .001, n = 164; r2 = 0.095).

We calculated another stepwise linear regression for the number
of institutions as dependent variable and the variables that corre-
lated signi�cantly (see Table 2) with the institutions (agreeableness,
conscienciousness, and POS) as independent variables. As Table 4

metrics of social network use correlation results

friends and extraversion: rs(164) = .158, p = .044
friends and narcissism: rs(164) = .300, p < .001
institutions and agreeabl.: rs(164) = -.159, p = .042
institutions and conscien.: rp(164) = -.171,p = .029
institutions and POS: rs(164) = -.208, p = .007
likeness and conscien.: rs(164) = -.260, p = .001
likeness and DES: rs(164) = -.205, p = .009
commenting and conscien.: rp(164) = -.206, p = .008
sharing and openness: rs(164) = .173, p = .027
sharing and conscien.: rp(164) = -.163, p = .037

Table 2: Correlation of the three personality and online so-
cial network usage

Coe�. B SEB stand. � p

Constant: 2.360 .295 < .001
extraversion: .354 .083 .317 < .001

Regression r2 = .095
Table 3: Linear model of two predictors for the dependent
variable number of friends

shows, we have found two di�erent models, but the second model
explains more variance. This model shows, that the number of insti-
tutions is negatively in�uenced by the self-e�cacy in the expression
of positive emotions (POS) by 0.26 and by the conscientiousness by
0.15 (F (2, 161) = 8.49, p < .001, n = 164, r2 = 0.095).

Since we consider the distribution of news in our dissemination
model, we also measure how personality traits in�uence whether
a user likes, shares, or comments on a post. Therefore, we have
calculated step-wise linear regressions for the dependent variables
liking, sharing, and commenting. We have used conscientiousness as
an independent variable in all three step-wise linear regressions,
since liking, commenting, and sharing all correlate signi�cantly
with conscientiousness (see Table 2). We also included DES as an
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Coe�. B SEB stand. � p

Constant: 2.663 .372 < .001
POS: -.266 .078 -.259 .001

Constant: 3.286 .461 < .001
POS: -.264 .077 -257 .001
conscien.: -.153 .068 -.168 .026

Regression r2 = .067 for Step 1; r2 = .095 for Step 2
(p < .05)

Table 4: Linear model of two predictors for the dependent
variable number of institutions

independent variable for liking and openness as an independent vari-
able for sharing (see Table 2). The results show that all dependent
variables are negatively in�uenced by conscientiousness. For liking
the better of two models explains 9.8% of the variance. The model
(F (2, 161) = 9.88, p < .001) shows that in addition to conscientious-
ness (b = �.576, p = .001), DES (b = �.391, p = .025, n = 164) also
has a signi�cant negative in�uence on liking. For commenting we
only calculated a regression with conscientiousness as a predictor.
The model (F (2, 161) = 7.22, p = .008, n = 164, r2 = .037) showed
that if conscientiousness increases by one point, the participants
comment by -0.32 less. Finally, we calculated a step-wise linear
regression with sharing as dependent variable and conscientiousness
and openness as independent variables and found only one model
(F (1, 162) = 4.44, p = .037, n = 164). It explained only 2.1% of the
variance and only conscientiousness showed a signi�cant in�uence
(b = �.210, p = .037).

4.1.5 Integration into the dissemination model. The linear regres-
sion results described in chapter 4.1.4 form the basis of our dis-
semination model. The decision of the agents whether to forward
a message or not is weighted by the regression coe�cients. Here,
we describe how these results are integrated into our model. The
heart of the simulation can be summarized in two formulas. The
�rst formula indicates how many friends or connected individuals
the agents have (see 1). For this we use the results of the �rst re-
gression analysis with the number of friends as dependent variable
(see Table 3).

Snippet 1: Network creation

ask turtles [

let fr_count ( 2.36 + 0.354 * narcissism )

if random ( density ) > density - log

fr_count 2 [

create-links-with n-of 1 other turtles

]

]

Snippet 1 shows the code from NetLogo where fr_count
stands for the number of friends. The code shows that the nar-
cissism of each agent is multiplied by the regression coe�cient b
(i.e., 0.334) and added to the regression constant, resulting in the
number of friends (fr_count).

If a random value is higher than a threshold, new connections
are inserted. The threshold is calculated by subtracting the number
of friends (fr_count) from a density value. This results in
agents with a higher narcissism value making the network more
interconnected.

Snippet 2: News spread

to Check

ask turtles with [ any? link-neighbors with

[color = green] and check = false ] [

let pers ((2.663 + -0.266 * POS) + (7.036 +

-0.576 * conscientiousness + -0.391 *

DES))

ifelse Fakenews * random 5 > ( 5 - log

pers 2)

[

set color green

set check true

]

[

set color red

set check true

]

]

Next, we need to determinewhether an agent forwards amessage
or not. For this, we have created an algorithm (see Snippet 2) based
on the results of the other four regression analyses. According to
this code, the agents check whether their neighbors have received
the message and want to forward it. As mentioned in section 3.2.1,
agents who forward the message turn green. If an agent now detects
green agents in its environment, it creates a pers-variable. The
pers-variable is created based on the linear regression results on
the number of institutions and liking. The pers-variable is then
compared with a random number between 0 and 5. If this random
number is greater than 5 minus the log-2 of the pers-variable, the
agent forwards the message.

When we put numbers in the formula, the highest damping
occurs if all personality scales assume the value 6 and a value
of 1.202 results. At 3.5 (the scale center) the formula resolves to
2.429 and we speak of an average attenuation. At 1 we get the
lowest attenuation with the formula value 3.082. We have set the
comparison between pers and the random number so that at
an average attenuation the probability that the message will be
forwarded is 50:50.

In addition, we have implemented a further factor in the model.
For each run either regular news or fake news is sent. When fake
news is sent, the random number is multiplied by the variable
Fakenews with the value 1.7, because in section 2.2 it was shown
that fake news have a 70% higher probability to be forwarded.

4.1.6 Simulation procedure. We have run 3030 simulations with six
replications (total 18.180 runs). In these 3.030 runs, 101 randomly
generated networks were created and a message was sent 30 times.
The 101 networks were used identically in 30 simulations, but we
varied one aspect: the source agent was randomized 30 times. This
means that the initial message was sent 30 times by a di�erent agent.
We varied the number of agents between 50, 300, and 1000. We also
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distinguished between regular news and fake news. The number
of simulations was chosen as as a good representation of both
coverage of the input factor space and probabilistic replications.

4.1.7 Measurements. We measured how deep the message was
spread through the networks with 50, 300, and 1000 agents. Here, we
determined how many agents received the message and forwarded
it (spreaders), how many received it but did not forward it (dead
ends), and how many did not receive it at all (unreached). Secondly,
we measured how much the agents in the network are connected to
each other. Here, we have observed how many neighbors the source
agent has and how many neighbors two random agents (agent
pair) (see chapter 4.1.7) have. This gives us a simple estimate of the
network density.

For the network with 50 agents and regular messages we have
shown that 11% of agents are spreaders (SD = 11.14), 17% dead
ends (SD = 14.99) and 71% unreached (SD = 25.37). The number
of unreached decreases with increasing number of agents in the
network. For a network of 300 agents, only 26% are not reached
(SD = 29.71), 47% (SD = 18.87) are dead ends and 27% (SD = 11.24)
are spreaders. With 1000 agents, there are only 8% (SD = 19.87)
unreached, 59% (SD = 12.77) dead ends and 33% (SD = 7.34) spreaders.

4.1.8 Regular News vs. Fake News. Next, we looked at the di�erence
between regular and fake news. As Figure 4 shows, the number of
spreaders increases with the size of the network for both regular
news and fake news. The growth is much lower for fake news,
which is more widespread from the start. From 50 to 300 agents,
the number of spreaders increases by about 135%, whereas for fake
news the growth is only 50%. The number of unreached decreases
by about 64% for regular news and about 76% for fake news. For
fake news there are then 54% (SD = 13.08) spreaders, 36% (SD = 8.72)
dead ends and only 10% (SD = 21.08) unreached. With 1000 agents
there are 58% (SD = 7.17) spreaders, 39% (SD = 4.87) dead ends and
3% (SD = 11.63) unreached.

We then calculated a linear regression with the mean percent-
age of unreached as a dependent variable and the mean common
neighbors of the source agent, a random agent pair, and the number
of agents in the network as independent variables. With the help of
this regression analysis we have determined the in�uence of the net-
work on the distribution of the message. The results show that all
three independent variables have an in�uence on how many agents
were not reached for both regular messages (F (3, 9086) = 2272, 202,
p < .001, n = 9090, r2 = 0.43) and fake news (F (3, 9086) = 947, 282,
p < .001, n = 9090, r2 = 0.24).

The results of the regression analysis for regular news and fake
news in our simulation model show, that if the message to be spread
is fake news and the number of common friends of agent 1 and agent
2 increases by one agent, the number of unreached is reduced by
0.47 percentage points. If the source agent receives a new neighbor,
this percentage decreases by 0.34 percentage points. The number
of agents per new agent has a negative impact of 0.02 percentage
points. The more neighbors there are, there more users get the
message.

In the case of regular news, another common neighbor of agents
1 and 2 causes the percentage of unreached to decrease by 0.73
percentage points. If the source agent gets another neighbor, the
percentage of unreached points decreases by 0.67 percentage points.

If another agent is added to the network, the percentage of un-
reached agents decreases by 0.04 percentage points.
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Figure 4: Number of spreaders for the di�erent network sizes

4.1.9 Comparison with online questionnaire. Now, we compare the
model described so far with a model in which the forwarding of
the message does not depend on the personality of the agents, but
only on their behavior in the network. In this model, the agents
behave similarly as the survey participants state to behave in social
networks.

In order to facilitate comparability, we simulated the same 101
networks for the simulation on the basis of usage only ignoring
personality traits. This again gave us 3030 individual results for
50, 300 and 1000 agents as well as for regular news and fake news,
which we replicated six times (18,180 runs).

A comparison of the two resulting regressions showed only min-
imal di�erences. The results of the simulation used for validation
showed mean value di�erences of less than 10% and the standard
deviation for regular news and fake news di�ered by only about
one percent. Interestingly, personality seems to in�uence spread
through the network to only about 10%.

5 DISCUSSION
Our study showed a relationship between the personality of users
and their behavior in social media. This corresponds to the results of
other studies [3, 9, 23, 47]. Similarly to previous studies, more narcis-
sistic people have more friends in social networks [47]. We further
con�rmed a result by Bachrach [3]: higher conscientiousness makes
people like less posts. In contrast to previous studies [3, 9, 23], ex-
traversion had less impact on the behavior of online social network
users. In addition, people who have a high-level of self-e�cacy with
positive emotions seem to interact more frequently in online social
networks (liking, commenting, sharing). In our sample, only four
of the eleven personality traits in�uenced the behavior in social
networks.

Studies that have examined the relationship between personality
and Facebook use so far have come to di�erent conclusions. For ex-
ample some of the �ndings of Amichai-Hamburger [2] contradicted
the �ndings of Ross et al. [40]. For instance, Amichai-Hamburger
found that extraversion has a positive in�uence on the number of
Facebook friends [2], whereas Ross et al. did not [40]. The study by
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Bachrach et al., which looked at a large and heterogeneous sample
of 180,000 users, could be considered to be more valid in this regard.
Still, they only looked at the Big Five factors and did not include
other models such as the Dark Triad and the Regulatory Emotional
Self-E�cacy factors. The relationship between personality traits
and behavior in social networks should be re-examined in the fu-
ture on the basis of larger samples that are more heterogeneous
with regard to the educational level of the participants. The present
level of education in the sample might have skewed the results in
the direction we have reported here.

As shown in section 4.1.4 the r-square values of the regression
models are rather small, which means that the four identi�ed user
factors cannot fully explain, if the users comment, like or share
a message. Therefore we will consider further factors as control
factors into the developed dissemination model in further studies
to �nd out more precisely which factors have the greatest in�uence
on how users behave.

It should be noted that the dissemination model is based on the in-
formation provided by the participants. Participants only expressed
an assessment of their own liking, commenting, and sharing behav-
ior as well as their own number of contacts. Therefore, the behavior
in social networks and the connections between the users is only
estimated. It would be desirable to verify these results in further
research using actual (Facebook/Instagram/Twitter) pro�le features.
Nevertheless, the developed model, as a simpli�ed representation
of reality, provides valuable information on how personality traits
in�uence behavior in social networks. We have seen that a high
average node degree in a network almost inevitably leads to users
receiving the majority of messages. The in�uence of personality
was rather low. This could have been caused by a relatively “normal”
sample population. No users showed extreme characteristics (e.g.,
highly narcissistic in�uencer). Future simulation scenarios should
focus on larger networks and thus naturally on the far ends of the
normal distribution of personality.

A challenge for agent-based modeling is to develop a model that
is also relevant to reality [7]. Our model is relevant as there is a
multitude of fake news sent in online social networks that in�uences
politics. Yet, the model lacks support for large-scale simulations
(at least on a desktop computer) and our next steps are aimed at
developing larger simulations that re�ect large scale network types.

As Frias-Martinaz et al. argued, agent-based models can map in-
dividuality and randomness well, but they lose realism by mapping
how people change their behavior and adapt to di�erent situations
less well. In their opinion, this is mainly due to the fact that human
behavior is modelled according to data collected in surveys [18].
The dissemination model is also based on the results of an online
survey. It shows well how the individual behaviour (liking, com-
menting, and sharing) and personality traits a�ect the distribution
of news. So far, however, it ignores any changes or adjustments.
For future studies, we plan that the personality and behavior of the
agents can change and that there is no �xed endpoint in the model.

Our model was based on an Barabási-Albert model (growth and
preferential attachment) with thresholds from our empirical dis-
tributions. It ignores changes in the network. Users follow and
unfollow users, e.g., when they repeatedly send fake news. This is
not modelled yet. Further, a more complex topic model with users
individual preferences could be a good extension of this model to

incorporate the fact that some users willingly share fake news when
they agree with the underlying sentiment.

Another aspect, that we plan to integrate into the dissemination
model is opinion leadership, so that the opinion of some agents is
more important for their neighbors than the opinion of the other
agents as modelled in Bianconi-Barabási style networks.

6 CONCLUSION AND OUTLOOK
We identi�ed four personality characteristics that have an in�uence
on the users behavior in online social networks. We developed
an agent-based model that shows whether di�erent users forward
regular and fake news or not. The dissemination model showed that
a large network usually results in almost everyone on that network
being reached when a message is sent and that this phenomenon is
even stronger when the content can be categorized as fake news.
The developed model serves as a basis for further research in the
context of message spreading and can be extended in the future.

It is not only important to push the use of fact-checking pages,
but also to create awareness among users of online social networks
that provide content on such platforms. Users should always scru-
tinize posts regarding their evidence base. Through a light-hearted
click on the like-button in a high density network a cascade of
sharing behavior can be triggered. Such scenarios can easily be
prevented when algorithmic censoring is applied. But not all prob-
lems can be solved by algorithms and it is unsure whether users
want to rely on them [5]. Here, topics like ethics, responsibility, or
intimacy become important [28], because these require a sensitive
and conscious decision making of humans. Solutions to this chal-
lenge can be algorithm-based and user-interface based. Providing
information on the sources of fact-checking badges and personal-
ized warning-labels could help the user to make a more informed
decision.
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